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1
AUTOMATED METRIC INFORMATION
NETWORK

BACKGROUND

The use of satellite-based and aerial-based imagery is
popular among government and commercial entities. To such
entities, it can be useful to piece together thousands of sepa-
rate images into an orthomosaic image. Unfortunately,
because it is not a routine matter to align and orient separate
images relative to each other to produce this orthomosaic,
misalignment errors are common. Misalignment errors can
result in a straight road or edge of a building appearing in the
orthomosaic as a road or building edge with a inflection point
at the seam between images or in which the road segments in
the two different images on either side of the seam do not
intersect (see misaligned roads, parking lots, and buildings in
FIG. 1).

In order to produce a quality orthomosaic image, a ground
control network of a plurality of ground control points
(GCPs) can be used. When one or more GCPs can be found in
adjacent images, the GCPs can be used to orient the adjacent
images so that they are properly aligned. When this is done
satisfactorily, it will not be readily apparent that the combined
image is a combination of more than one image.

A technique for creating a ground control network is dis-
closed in Dolloff, J., and M. liyama (2007), “Fusion of Image
Block Adjustments for the Generation of a Ground Control
Network,” Proceedings from the Information Fusion, 2007
10th International Conference, Jul. 9-12, 2007 and U.S. Pat.
No. 8,260,085 (collectively, “Dolloff”), the entire contents of
each of which are incorporated herein by reference. This
technique includes creating a ground control network of mul-
tiple ground control points (GCPs) from overlapping images
generated from aerial and space-borne sensors and measure-
ments of ground points in those images. The process of select-
ing the GCPs is performed manually and can be labor inten-
sive. In addition, the processing is performed in a serial
fashion in Dolloff, which is computationally intensive.

SUMMARY

Disclosed herein is a method of creating a geodetic net-
work, including generating a plurality of ground control
points (GCPs) from a set of images where every image in the
set overlaps at least a portion of another image in the set, each
one of the plurality of GCPs having a geo-coordinate where
the GCP is believed to be located and each one of the plurality
of GCPs having a error covariance that is believed to exist
between that one of the plurality of GCPs and every other
GCP, wherein the plurality of GCPs form a geodetic network;
receiving additional information about the geo-coordinate of
one or more of the GCPs; and after receiving the additional
information, updating the geo-coordinate and error covari-
ance of each GCP in the network, wherein the updating is
performed without inline image processing.

The method may further include generating one or more
additional GCPs, each one of the one or more additional
GCPs having a geo-coordinate where the GCP is believed to
be located and each one of the one or more additional GCPs
having a error covariance that is believed to exist between that
one of the one or more additional GCPs and every other GCP.
One or more of the GCPs may be identified from an auto-
mated tie pointing process. The updating operation may
include bundle adjustment. The bundle adjustment may
adjust each of the geo-coordinates and generates an error
covariance between each of the geo-coordinates. The ground
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control points may be generated from satellite or aerial
images of the ground by an imaging system that can deter-
mine the geo-coordinate of locations in the image. The geo-
coordinates may be expressed in a three-dimensional coordi-
nate system. The generating operation may include clustering
interest points based on geo-location. The generating opera-
tion may include comparing interest point descriptors for
interest points within each cluster. The generating operation
may be performed without human intervention.

Also disclosed is a method of selecting Ground Control
Points (GCPs) for a geodetic network. The method includes
receiving more than one image of a given area on the ground;
detecting interest points in each image and generating an
interest point descriptor and a geo-location for each interest
point; clustering the interest points based on geo-location to
create clusters of interest points; comparing the interest point
descriptors for the interest points within each cluster; group-
ing at least some of the interest points based on the compari-
son; and selecting certain groups as GCPs.

Each operation may be performed without human inter-
vention. The selecting operation may include performing a
deblundering operation to discard groups that are less worthy
than others.

Also disclosed is a method for creating, improving, and
increasing a ground control network, including providing a
set S of overlapping images of the ground in an area of
interest; generating ground control points from the collected
imagery, including geo-location information about each
ground control point; storing image data and geo-location
information about each ground control point in a tie point
database; and performing a sequential fusion of block adjust-
ments from the tie point database, without performing inline
measurement of ground control points into new imagery.

The first time that the block adjustment is performed, the
method may include specifying the images from the set S that
are to be used in the first block adjustment; using solely the
information and data in the tie point database to perform the
block adjustment, without the use of any inline image pro-
cessing, in order to adjust the geo-locations of the ground
control points and generate posterior covariances between
each of the ground control points; and storing the adjusted
ground control point geo-locations, and their posterior cova-
riances, in a ground control network database.

Subsequent times that the block adjustment is performed,
the method may include specifying the images to be used in
the current block adjustment; using solely the information
and data in the tie point database to perform the block adjust-
ment, without the use of any inline image processing, in order
to adjust the geo-locations of the ground control points and
generate posterior covariances between each of the ground
control points; and storing the adjusted ground control point
geo-locations, and their posterior covariances, in the ground
control network database.

The generating ground control points operation may
include collecting image observations from the set S of imag-
ery by first grouping image observations together according
to the geographic area in which the observations are found,
and then processing the grouped image observations in par-
allel on one or more computers to find groups of tie points.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure herein is described with reference to the
following drawings, wherein like reference numbers denote
substantially similar elements:
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FIG. 1 is an example of a misaligned orthomosaic image.

FIG. 2 is an illustration of one or more satellites in different
positions above the continental United States, imaging points
on the ground that will be connected into a geodetic network.
The vertices represent the points themselves, and the edge
between two points represents the cross-covariance matrix
defining the correlation between the point coordinate errors.

FIG. 3 is a flowchart of the techniques described herein.

FIG. 4 is a more detailed flowchart of the Automated Tie
Point Extraction algorithm.

FIG. 5 is an illustration of quad keys used for identifying
tiles of a map or image.

FIG. 6 is an illustration of the High-Performance Comput-
ing ATP and MIN architecture.

FIG. 7 is an illustration of points already in and points
being added to the MIN database.

FIG. 8 is an example of a Ground Control (or MIN) net-
work over portions of the western U.S.

DETAILED DESCRIPTION

While the embodiments disclosed herein are susceptible to
various modifications and alternative forms, specific embodi-
ments thereof have been shown by way of example in the
drawings and are herein described in detail. It should be
understood, however, that it is not intended to limit the inven-
tion to the particular form disclosed, but rather, the invention
is to cover all modifications, equivalents, and alternatives of
embodiments of the invention as defined by the claims. The
disclosure is described with reference to the drawings,
wherein like reference numbers denote substantially similar
elements.

Orthomosaic production is an important application of the
Metric Information Network (MIN) technology. Large ortho-
mosaics produced from satellite or aerial images often con-
tain noticeable misalignment errors at the edges of input
scenes, even when the orthomosaic meets absolute accuracy
specifications. Misalignment between scenes can be reduced
using a MIN defined over the entire region of the orthomo-
saic.

FIG. 2 is a simplified illustration of an imaging satellite
(e.g., QuickBird or WorldView-2 owned and operated by
DigitalGlobe) at various different times in various different
positions above a land mass (in this case North America,
where only the continental United States is illustrated). In
each position, the satellite is able to obtain ground images.
The WorldView satellite instruments are pushbroom electro-
optical (EO) sensors that have high pointing accuracies of3-4
meters on the ground. Panchromatic band ground sample
distances (available in commercial imagery) are as small as
0.5 m for the WorldView sensors.

In this overly-simplified example, each vertex represents a
Ground Control Point (GCP) in the MIN, and each edge
represents the cross-covariance between errors in the two
GCPs that it connects. Each GCP will have been observed in
two or more images (which are not shown in this diagram),
and nearby Ground Control Points are likely to have been
observed at least once in the same image. This common origin
produces the correlation in coordinate errors that is repre-
sented by the cross-covariance matrix. Errors in GCPs that are
farther apart are still correlated, but more weakly. The net-
work of GCPs, tied together by their error covariance matri-
ces, is known as a Metric Information Network (MIN).

But first, the MIN has to be created by identifying the GCPs
that will be included therein. Initially, at least two images are
obtained of an area on the ground, although any larger number
of'images could be used. They may be a pair of stereo images,
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4

but that is not a requirement. In the case of the pair, they may
be taken from different points in space (e.g., with a 40-60
degree collection angle between them). For example, an
image can be taken of a ground location as the satellite
approaches the location and then again after the satellite
passes the location.

It should be noted that it is known to reasonable accuracy
the locations on the ground where the image was taken and
the location above the ground where the satellite was when
the image was taken, via information from the satellite’s GPS
receiver and IMU. These locations can be expressed in earth-
centered, earth-fixed (ECF) coordinates of X, y, and z, where
the point (0,0,0) is located at the center of mass of the Earth,
the x-axis runs through the Greenwich Meridian at the Equa-
tor, the y-axis is orthogonal thereto and also runs through the
Equator, and the z-axis runs through the North Pole.

FIG. 3 is a simplified flowchart showing the major steps of
generating a MIN. First, image data is collected. This may
include tasking an imaging satellite to obtain a set of over-
lapping images of portions of an area of interest (e.g., the
landmass of Australia, the island of Sardinia, the country of
Italy, and so forth). Alternatively, this may include accessing
archived satellite images of the area of interest. Second, the
process of Automated Tie Point Extraction is performed. That
process includes several component steps that are discussed
in further detail below. The objective of that process is to
obtain a set of GCPs about which geo-coordinate information
has been determined. Third, the process of creating and
updating the MIN is performed. As will be understood, these
major steps are iteratively performed. In other words, for a
given area of interest, image data can all be collected before
anything further occurs (or archived image data can be used)
or a subset of the image data can be obtained. The tie points
are identified and extracted in an automated process that at the
same time generates geo-coordinate information about the tie
points (which now become GCPs). The initial MIN is then
created. Subsequently, additional image data is used to (1)
determine additional geo-coordinate information about cer-
tain ones of the GCPs; and (2) determine geo-coordinate
information about new GCPs to be added to the network.

The ATP subsystem populates the ATP database with high-
quality image point observations. High quality, in this case,
means that the image points are reproducible, i.e., distinctive
and persistent. The MIN update process then draws on the
pre-populated ATP database for the image points that will
drive the numerical MIN update process.

The separation of the ATP and MIN update subsystems
achieves two goals. First, it effectively divides the MIN sys-
tem into an offline image preprocessing portion and a numeri-
cally intensive MIN update system. Second, it allows the
image preprocessing portion to run as a massively parallel
process.

FIG. 4 shows a pipeline of processes that occur as part of
ATP, in the following order:

1. Orthorectification of all images

2. Interest point detector/descriptor extraction

3. Interest point grouping into tie point sets

4. Tie point selection

5. Tie point deblundering/optimization

6. Further tie point subselection to ATP DB (database)

The following includes high-level descriptions of each
ATP subprocess, additional details of ATP processing may be
the subject of further patent applications.

0. Slightly processed image data (called 1B image data at
DigitalGlobe) is used as input to this process, although any
suitable type of image data could be used. The primary types
of'image processing that have already occurred in 1B data are
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removal of optical distortion, and synthesis of a single linear
array from the sensor’s offset subarrays. The latter process
involves the use of a coarse digital elevation model (DEM).
This image processing and all of the processing described
below may take place in processing centers on the ground
after image data is transmitted down from the satellite. The
location of the processing is not a requirement, however, as
the processing could potentially be done anywhere.

1. Orthorectification of all images. The constituent images
are all orthorectified to a standard DEM, usually SRTM-90,
before any further processing is done, using standard meth-
ods. This enables interest points to be detected and matched in
spite of non-rotational distortions due to different viewing
angles in the source 1B images. Orthorectification can take
out these distortions, remove distortions due to local terrain
changes, and normalize all imagery so that the north direction
is at the top of the image. It is also possible to adjust to
normalize pixel resolution.

2. Interest point and descriptor extraction. The orthorecti-
fied images are each submitted to a program that detects
interest points (i.e., potential ground point observations) and
extracts their feature vectors (descriptors), using standard
methods. Because the location of the satellite is known via its
GPS receiver, and the orientation of the satellite is known due
to its Inertial Measurement Unit (IMU), the images are tagged
with metadata that can be used to later determine the geo-
location (on a pixel-by-pixel basis) of objects in the image to
within only 4-5 meters on the ground.

Generally, it may be desirable to have tie point sets that are
located on the ground (e.g., an intersection of a road) and are
not elevated relative to the surrounding ground (e.g., the top
of a tree or the top of a building). Because the world is not
perfect, sometimes elevated ground points are used. Further,
points used are not necessarily man-made. It is preferable to
have a tie point that is located on the ground rather than the top
of a building or tree, since this reduces the likelihood of a
feature being obstructed or missing in future images By
eliminating elevation issues, the accuracy of the GC network
can be improved. It is also desirable to not use things that
grow like a tree, since the tree will look different in future
seasons and years. Sometimes, however, there is no other
choice than to use non-optimal tie points such as this. One
example of a preferred type of tie point may be the corner of
an intersection.

An Interest Point (IP) extraction algorithm is used.
Although any suitable IP extraction algorithm could be used,
two examples of suitable IP extraction algorithms are SIFT
(Scale-Invariant Feature Transform) and SURF (Speeded Up
Robust Features). SIFT creates a feature vector (a 128-dimen-
sional-vector) for each feature in the image and compares
those vectors to vectors generated for objects in a set of
reference images. The comparison is made by calculating the
Euclidean distance between the feature vector and the vectors
from the reference image. SURF also produces a feature
vector and was partly inspired by the SIFT vectors but it uses
an integer approximation to the determinant of a Hessian blob
detector, which reportedly makes the SURF algorithm much
faster than the SIFT algorithm. Thus far, it appears that SURF
may work faster, give fewer interest points, and be more
repeatable. Again, any suitable type of feature vector could be
used and there could be a greater or lesser number of dimen-
sions in the feature vector.

The techniques taught herein include using clustering algo-
rithms to determine a point on the ground that is common to
two or more different images. This is to be contrasted with the
approach of prior art systems that strictly used pair-wise
comparison/matching. In other words, if there are five differ-
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ent images (I, L,, 15, 1,, I5) of a single ground region, a
pair-wise comparison/matching system would run a compari-
son of I, with I, as well as a comparison of I, with I;, a
comparison of I, with I,, a comparison of I, with I, a com-
parison of I, with 15, a comparison of I, with 1,, a comparison
of I, with 15, a comparison of I; with 1, a comparison I; with
I, and a comparison of I, with I, for a total of ten different
comparisons. On the other hand, a clustering algorithm can
cluster together any number of images.

3. Interest point grouping into tie point sets. Interest points
from different images are clustered into sets of observations
based on the similarity of their estimated ground locations.
Interest points having similar ground location represent pos-
sible observations of the same ground point. The interest
point ground location is calculated from the image sensor
model using DigitalGlobe’s Community Sensor Model
(CSM) library. This step leverages the high geolocation accu-
racy of the WorldView sensors.

At this point, the algorithm can be contrasted with the
Dolloff technique where pair-wise comparison/matching is
done between pairs of images. In the technique described
herein, a hierarchical agglomerative or sequential clustering
algorithm is applied to each of the sets of interest points found
in the previous step. The clustering algorithm groups all inter-
est points from one image that are found within a given
distance (e.g., 10 meters) of the ground location of other
interest points in any other image (out of what may be a whole
stack of images of a particular area of the ground) into a
“cluster” based on the similarity of their interest point
descriptors. This makes use of and leverages the high degree
of'accuracy in the geo-location that is available for each pixel
of each image as well as the interest point descriptor. This
geo-location accuracy is not present in many other types of
image processing, clustering, etc.

4. Tie point selection. We will discard most of the tie point
(TP) sets found in the previous step; we will keep only the TP
sets that are of highest quality. TP sets are considered to be of
high quality if the interest points within them are highly
similar based on their geolocation and descriptors, and if they
contain a higher number of interest points, as the latter con-
dition implies that the ground point observations are repro-
ducible across images. In this step, TP sets are ranked by a
metric based on their intrinsic characteristics. At the end of
this step, a predetermined number of the top-ranked TP sets
are kept for further processing; the rest are discarded.

As a simple example using the sequential clustering
approach, suppose that Image I, has points P, and P, that may
be features and Image I, has points P; and P, that may be
features, while Image I, has points P and P, that may be
features, and that vector X, X,, X5, X,, X, and X, are the
descriptors for these 6 points, respectively. Of course there is
no need to compare P, to P,, or P; to P, or P5 to P4, because
each of those pairs of points is from the same image. Next the
descriptor of P, is compared to those of P, P,, P, and P,. The
comparison includes calculating the Fuclidean distance (d),
such as d, ,=||X,-X;||. Similarly d,,, d,5, and d, are calcu-
lated. Note that in this step it is the difference between the
multi-dimensional descriptors for two points that is being
determined. The ground distance between points was used in
the previous step to create the cluster which P,, P,, P;, P,, Ps,
and P, are members of the cluster.

The smallest value of d is used to group the two points
together into a tie point set. Because we include the constraint
that a given cluster cannot contain more than one point from
the same image, this is a constrained clustering algorithm.
There may be other constraints as well, such as those related
to the fact that adjacent or consecutive images that come from



US 9,251,419 B2

7

the same larger image strip typically have overlapping sec-
tions which should be constrained not to contribute matching
tie points.

Continuing with the example, it may be determined thatd, 5
is the minimum Fuclidean distance, so P, and P, are grouped
together into a tie point set. Then it is determined if P5 or Py
should be added to the set (note that P, is no longer available
since the previous constraint serves to constrains us from
adding P, to the tie point set since P, and P; are from the same
image). This could be done in any of a number of ways
depending on the type of linkage selected. A linkage method
is the way a distance between two clusters is calculated.
Among linkages available include single linkage (nearest-
neighbor or shortest-distance), complete linkage (maximum
distance), or average linkage, One example would be to use
the average linkage where the distance between current tie
point set to P and P4 are calculated as the average of the
Euclidean distances d, 5 and d,5 and as the average of d, s and
d;e, respectively. If the latter average distance is smaller, then
P, is determined as a better candidate and it is added to the tie
point set with P, and P;. While the other points P,, P,, and P
cannot be grouped into the same set based on the constraint
already discussed, they may possibly be grouped themselves
into another tie point set, albeit with lesser descriptor simi-
larity.

Next one can calculate the scatter in each of the tie point
sets. The ground location scatter is calculated as the average
of all Euclidean distances between any two interest point
ground locations in the tie point set. Similarly, the descriptor
scatter is calculated as the average of all Euclidean distances
between any two interest point descriptors in the tie point set.
Thetie point sets can be ranked based on how small the scatter
is within each set (smaller scatter indicates higher consis-
tency). Each tie point set receives two ranks, each based on
the ground location scatter and the descriptor scatter. The
final rank of each tie point set is calculated as the aggregate of
order statistics given by the two rankings. In addition to
feature consistency, it is also important to consider the num-
ber of interest points in a tie point set. A larger number of
interest points indicates that the ground location represented
by the tie point set is more repeatable across images. There-
fore, the scatter ranking described previously is performed
within groups of tie point sets having the same number of
interest points. For a given sub-image (quadkey), we begin
our tie point selection with tie point set group with the largest
number of interest points. The top-ranked set(s) can then be
selected from the group. If the required number of tie point
sets is higher than what is available in the first group, the
selection process is extended to include the top-ranked tie
point sets found in the next group with the second largest
number of interest points. The process is repeated until the
required number of tie point sets desired is filled. The rest of
the sets are discarded. During the selection process, care must
be taken to insure that all selected tie point sets do not share
any common interest point. This constraint is applied to pre-
vent the same interest point from being used as observations
in two different ground points. Since the tie point sets are
selected in order of their rank, this constraint can enforced
simply by rejecting all tie point sets having common interest
points with any of the sets (with higher rank) already selected.

5. Tie point deblundering/optimization. The remaining TP
sets are then reviewed for blunders in individual scenes. The
(fully automated) review removes and/or adjusts blunder rays
in TP sets using standard deblundering methods. Below is a
description of a deblundering algorithm.
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Tie Point Blunder Detection Based on Ground Residual

Each tie point selected in the previous step is subjected to
a blunder detection process based on two criteria: ground
residual and correlation. For the ground residual analysis, we
begin by calculating the tie point ground location as the
least-square solution that minimizes the sum of image residu-
als from all interest points. The interest point image residual
is defined as the distance between the actual interest point
location in the image (as found by the interest point detector)
and the ground-to-image projection of the tie point ground
location. The interest point ground residual is calculated as
the distance between the tie point ground location and that of
the interest point. Since the least-square solution for the tie
point ground location is influenced by the presence of blunder
interest points, an iterative process is taken to identify and
remove blunder points gradually. Two residual threshold val-
ues are utilized: a user defined value and a value calculated
using the median value of residual distribution in a given
iteration. The use of distribution-based threshold is intended
to dampen excessive blunder removal that could happen when
the presence of some serious blunder points pulls the tie point
ground location further away from the location of good inter-
est points, causing the ground residuals of the good points to
increase. An interest point is considered a blunder if its
ground residual is larger than both the user defined threshold
and the distribution-based threshold at a given iteration. For
the following iteration, the tie point ground location is recal-
culated after removing all blunder points detected in the pre-
vious iteration. The iterative process is terminated when no
more blunder point is found, or when only two interest points
remaining in the tie point set.

Tie Point Blunder Detection Based on Correlation.

Correlation is a common measure used in image matching.
Interest points in a tie point set are supposed to be observa-
tions of the same ground point. As such, the correlation
between any two interest points should be high providing the
objects in the area surrounding the ground point remain
unchanged during the times when the two images are col-
lected. This pair-wise correlation assessment is extended by
considering all possible interest point pairs involving a spe-
cific interest point. The average of correlation values from
these pairs is used to measure the overall correlation fitness of
aninterest point within the tie point. This correlation fitness is
calculated for each interest point in the tie point. Next, an
iterative process is employed to find blunder interest point(s)
identified by low correlation fitness. Two correlation thresh-
old values are used: user defined value and a value calculated
using the median of the correlation fitness distribution in a
given iteration. The use of distribution-based threshold is
intended to dampen excessive blunder removal that could
occur when the presence of some serious blunder points pro-
duce low correlation values when assessed against the good
points, causing the correlation fitness of the good points to
decrease. An interest point is considered a blunder if its cor-
relation fitness is less than both the user defined threshold and
the distribution-based threshold at a given iteration. For the
following iteration, the correlation fitness of each interest
point is recalculated after first removing all blunder points
detected in the previous iteration. The iterative process is
terminated when no more blunder point is found, or when
only two interest points remaining in the tie point set.

Tie point blunder detection based on ground residual and
correlation analysis. The iterative processes for ground
residual-based and correlation-based blunder detection
explained previously are combined to create a more stringent
tie point blunder detection process. For a given iteration, all
remaining interest points in the tie point set are subjected to
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both blunder detection criteria. An interest point is considered
a blunder if it fails to satisfy at least one of the two criteria.

Correlation-based tie point optimization. Let f’:{ll, Cee
I,...,1,} beatie point after blunder removal. Our objective
now is to adjust the location of each interest point in a tie point
to maximize the overall correlation measures calculated from
all interest point pairs. An interest point pair is denoted as
(I,.1,) where I, defines the kernel image and I, defines the
target area in another image where a matching to I, may be
found. Here, I, and I, are image points found in different
image strips. Next, we extract a square image chip centered
on the location of interest point I, and I,. Given a certain
search radius, we calculate the correlation map M,, for inter-
est point pair (I,I,) where a matrix component M,,(x,y) con-
tains the normalized cross-correlation (NCC) value between
the two image chips with the offset (x,y) from the origin. The
location of peak correlation value found in M,, is associated
with the location of image chip from I, that best matches the
kernel image chip from I, i.e. the offset of the peak location
in M,, indicates where we should move I, to maximize its
correlation matching to I,. This represents a traditional use of
NCC for point matching used widely in image processing.
However, the traditional NCC-based matching requires us to
consider two points at a time where we must designate the
points as either the kernel or target point. Here, we consider
all interest points in a tiepoint equally and we iteratively
adjust their locations simultaneously to maximize the overall
correlation measure within the tiepoint.

Aggregate correlation map of an interest point. The tradi-
tional pair-wise NCC matching that produces the correlation
map M,, for an interest point pair (I,,1,) is utilized as the basic
building block of the new approach. Taking interest point as a
target and all other interest points as kernels, we calculate
their correlation maps M,, where k=j. We then calculate the
aggregated correlation map for denoted as M, by summing up
all the pair-wise correlation maps My, and normalizing the
sum. The component M (x,y) contains the expected value of
normalized correlation of the target interest point I, at location
offset (x,y) with all the other interest points serving as the
template kernels. Therefore, if M,(x,,,y,,) is the peak correla-
tion in M,, then applying the offset (x,,y,) to the current
location I, of will maximize its overall normalized correlation
with respect to the other interest points. The peak correlation
for interest point is then denoted as corr(I)=max(M,).

Tie point internal correlation metric. We calculate the tie
point internal correlation corr(P) as the average of all peak
correlation value corr(l;) from all interest points in pP. This
metric represents how well the interest points correlate to one
another within a tiepoint. Users can set the minimum accept-
able value for corr(P) in threshold T, ,,. Tiepoints with inter-
nal correlation metric less than T,,, is rejected.

Iterative tie point optimization algorithm. Using the alter-
nating-optimization approach, we use the tie point internal
correlation metric as defined previously to build an iterative
tiepoint optimization algorithm with the following stopping
criteria: (1) Maximum number of iteration is met, or (2) the
change in corr(P) in two consecutive iterations is no larger
than the threshold (3,,,,), or (3) the average change in ground
location of interest points in two consecutive iterations is no
larger than threshold (9,,,,,,,)- The algorithm pseudo-code is
given below:

Iterative optimization algorithm for tie point with 3 or more
interest points. Consider a tiepoint with D interest points,
p={1, ..., 1 , Ip} where E~(x,.y,,z) is the ground

N P
location of interest point L.
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Let user to specify the minimum acceptable tiepoint internal
correlation (T_,,,), search radius r, and chip size s.

Set the iteration index 1=0.

Calculate the initial internal tiepoint correlation for Pas

i

12
corry(P) = BZ

J=1

with chip size s; ¢, is the correlation metric for interest point
I, where

1

N
T >, NCCUj k. s).

k=Lik#j

cj=

and NCC(I, 1), is the normalized cross-correlation between
image chips centered on1;and I, respectively, for a given chip
size s.

DO

Update 1=1+1

FOR each interest point Ijef’DO

Calculate the aggregate correlation map M, using search
radius r and chip size s.

Find the peak correlation corr;(I,)=max(M,) and the cor-
responding peak location (x,,y,,).

Calculate the updated ground location Ej(l) of I, applying
th% HTM offset associated with peak location (x,,y,) to
E M.

" END-FOR

Calculate the internal tiepoint correlation metric corr(l)(f’).

Calculate the change in internal correlation metric,
A, =corr;(P)—corr_,,(P).

Calculate the shift in ground location,

1 .
Bground = 35 - 1E = E{ 1,
=1

UNTIL 1 reaches maximum iteration limit OR (A_,,,=d

corr

AND Agrozfnds.égro,@md) IF COIT(Z)(f))<Tcorr THEN
Reject tiepoint P.
ELSE

Assign the last updated ground location Ej(l) as the opti-
mized ground location for interest point I, for subsequent
processes.

Propagate Ej(l) to all other coordinate systems (1B line/
sample, geographic, and UTM).

Recalculate the tiepoint ground location using least-square
optimization by minimizing the sum of image residuals from
the interest points image locations.

Return the optimized tiepoint as P.

END-IF

Optimization algorithm for tie point with 2 interest points.
Consider a tiepoint with 2 interest points, P={I,,1,}, where
{E,,E,} are the interest point ground locations.

Let user to specify the minimum acceptable tiepoint internal
correlation (T,,,,), search radius r, and chip size s.
Calculate the correlation map M, and M, using search radius
r and chip size s.
Find the peak
corr(L,)=max(M,).
Find i=arg max(corr(1,),corr(l,)).

correlation  corr(l,)=max(M,) and





















